
 

Vol. 8, No. 1 | Jan – Jun 2024 
 

 

 

SJCMS | P-ISSN: 2520-0755| E-ISSN: 2522-3003 | Vol. 8 No. 1 Jan – Jun2024 

18 

Comparative Analysis of Pre-trained based CNN-RNN 

Deep Learning Models on Anomaly-5 Dataset for 

Action Recognition

Fayaz Ahmed1, Pardeep Kumar1, Imtiaz Ali Halepoto1,Farida Memon2, Rahila Tallal3, 

Danish Munir Arain4 

Abstract: 

Action recognition in videos is one of the essential, challenging and active area of research in 

the field of computer vision that adopted in various applications including automated 

surveillance systems, security systems and human computer interaction. In this paper, we present 

an in-depth comparative analysis of five CNN-RNN models based on pre-trained networks such 

as InceptionV3, VGG16, MobileNetV2, ResNet152V2 and InceptionResNetV2 with recurrent 

LSTM units for action recognition on Anomaly-5 dataset. The performance of these models is 

analyzed and compared in terms of accuracy, precision, recall & F1-scores and computational 

efficiency. The CNN-RNN architectures we considered for analysis in this paper, the 

ResNet152V2 based CNN-RNN model exhibits better performance and achieved highest 

accuracy, precision, recall and F1-score equal to 92.20% due to its ability to capture more 

complex spatial features. This comparative analysis may guide the researchers in selecting 

appropriate models for real-world applications for action recognition. In addition of this, a new 

dataset is developed called Anomaly-5 that can helps as a valuable resource for training and 

evaluating action recognition algorithms. 

Keywords: Action recognition; Convolutional Netural Network; Recurrent Neural Network; 

Recision; Recall; Transfer learning 

1. Introduction  

Action recognition refers to the process of 
automatic identification and interpretation of 
human actions or activities within video 
frames. This is one of the essential tasks of 
computer vision that that plays a vital role in 
many applications such as early detection of 
suspicious activities in security and 
surveillance systems[1], [2], monitoring and 
analyzing patient movements in health care 
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systems[3], [4] , autonomous vehicles for 
safety of the people and reducing traffic 
congestion[5], [6], sports analysis for 
performance evaluation[7],and human-
computer interaction for intuitive gesture-
based controls[8]. The use of action 
recognition is extended in robotics to 
understand human actions by the robots and 
respond appropriately to human gestures and 
movements and to detect potential hazardous 
situations based on human actions[9], [10]. 
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Action recognition is also in educational 
institutes such as in schools, colleges and 
universities for monitoring the activities of 
students and others in terms of their 
movements, behavior and facial 
expressions[11]. 

In these days, deep learning based 
techniques are widely used for detection and 
recognition of human actions[12], [13], [14].  
This is contrast to conventional machine 
learning based techniques which heavily 
depend on manual extraction of features from 
input data.  In deep learning based techniques, 
the features are automatically extracted from 
raw data and are directly mapped to desired 
output without relying on handcrafted features. 
These techniques not only improve the 
efficiency and accuracy of action recognition 
systems but also strengthen their ability on 
assorted and intricate datasets. However, it is a 
difficult and a challenging task to design action 
recognition system that can accurately 
recognize and classify actions due to 
variability of human actions, occlusions and 
environmental factors including lightening 
conditions. Furthermore, we also need enough 
quantity and quality of training datasets and 
proper handling of biases in these datasets 
when training models. 

Convolutional Neural Network (CNN)[15] 
and Recurrent Neural Network (RNN)[16] are 
the two popular and most widely used deep 
learning networks for developing an effective 
and robust action recognition system. The 
2DCNNs are employed to extract features such 
as edges, colors, textures and other patterns in 
video frames through convolutional, pooling 
and activation layers that are crucial for 
recognizing actions. These nets are frequently 
employed for the classification of images and 
can also be employed for classifying human 
actions in videos by treating each frame 
individually and independently.    

In order to capture temporal relationship 
between video frames we can use 3DCNN 
instead of 2D CNN. These networks operate on 
sequence of frames rather than individual 
frames as in case of 2DCNNs. The 3DCNNs 
also used for video based tasks like action 

recognition due to their ability of capturing 
dynamics of actions over time. On the other 
hand, the RNNs are employed for handling 
sequential or time series data such as voice, 
video, natural language and other activities. 

For action recognition tasks, these 
networks learn the temporal features between 
consecutive frames over time to provide 
perspective and continuousness in the 
recognition process. A type of RNN called 
Long Short-Term Memory 
(LSTM)[17]network is usually used for 
modeling long term temporal dependencies to 
enhance the understanding of dynamic aspects 
in action recognition.  

A common and simple approach used for 
developing action recognition systems 
nowadays employs a combination of CNN and 
RNN networks called CNN-RNN. In this 
approach, CNNs are used for extracting spatial 
features from individual video frames and then 
these features are fed into RNNs for modeling 
temporal dependencies across frames. One of 
the approach for classification of actions uses 
two separately trained CNN and RNN models. 
A CNN model is trained either from scratch or 
by using transfer learning that allows us to 
reuse a pre-trained network than has been 
trained on large datasets for a new task rather 
than building a network from scratch. Transfer 
learning has proven to be a valuable approach 
which not only enhance classification 
performance of action recognition models as 
well as it reduces computational resources for 
training CNN models. The transfer learning 
also helps to address data shortage issues by 
training models with limited labeled samples. 
CNN-RNN models usually beat conventional 
methods including feature based methods and 
traditional machine learning models due to 
their ability of learning hierarchical 
representation automatically and modeling 
temporal dependencies from raw video data. 

In this paper, we present a comparative 
analysis of five CNN-RNN models based on 
pre-trained networks; InceptionV3, VGG16, 
MobileNetV2, ResNet152V2 and 
InceptionResNetV2. These networks are 
chosen due to various factors such as their 
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popularity, robust architectures, widely 
acceptance for their performance and their 
proven effectiveness in various image 
classification tasks. The performance of CNN-
RNN models is measured using various 
metrics such accuracy, precision, recall, F1-
score and ROC curves. Several CNN-RNN 
models based on pre-trained networks can be 
developed and trained using transfer learning 
on dataset for action recognition. We selected 
five models which allows us in depth analysis 
of the performance of each model on our own 
dataset containing anomalous actions. This 
comparative analysis of five selected models 
can sets a foundation for future research and 
can be extended by including additional 
models. Our dataset is specifically developed 
to capture five anomalous action scenes 
including road accident and shooting scenes 
which are often missing in the existing 
datasets. This offers a crucial resource for 
advancing research particularly in action 
recognition and anomaly detection. 
Furthermore, the comparative analysis in this 
paper, may guide the researchers in selecting 
appropriate models for real-world applications 
for action recognition. The main contributions 
of this paper are summarized as under.  

i. A new dataset called Anomaly-5 is 
developed for action recognition. 

ii. Developed and trained various CNN-
RNN models based on pre-trained networks on 
Anomaly-5 dataset. 

iii. Analyzed and compared the 
performance of developed CNN-RNN models. 

2. Literature Review 

In this section we discuss some approaches 
developed by researchers in recent years for 
action recognition tasks.  

In recent studies, the various CNN-RNN 
architectures are explored for action 
recognition tasks in-order to improve 
recognition accuracy and their robustness on 
temporal variations in video data.  One of the 
innovative works in this arena is the use of 
two-stream networks, in which CNNs are used 
for extracting spatial features from individual 

video frames, and RNNs are employed for 
modeling temporal dependencies across 
frames. The earliest two-stream networks 
proposed by Simonyan andZisserman[18]in 
2014 which consist of spatial and temporal 
streams. This two stream network for action 
recognition attained innovative prediction 
results on two HMDB-51 and UCF-101 
benchmark action recognition datasets. The 
Temporal Segment Networks (TSN) was 
presented by Wang et al.[19]in 2016 that 
improved action recognition accuracy by 
exploiting both spatial and temporal attention 
mechanisms. Using this technique an input 
video is divided into segments and information 
from multiple segments is aggregated in-order 
to capture long-term temporal dependencies. 
Later on, Zhou et al. [20]in 2018 presented an 
innovative temporal relation network (TRN) 
that effectively captures temporal context by 
modeling pairwise interactions between video 
frames. This network is not only 
computationally efficient and also attained 
significant classification results on various 
benchmark datasets. 

Feichtenhofer et al.[21]in 2019, developed 
SlowFast networks that operates on two paths; 
slow and fast for capturing both spatial and 
motion information at various frame rates. The 
developed architecture enhances the modeling 
of motion dynamics in fast moving actions and 
preserves spatial resolution. Donahue et 
al.[22]proposed the use of LSTM cells to 
model temporal dependencies in video frames. 
These cells are integrated with CNN-RNN 
architectures to capture long range temporal 
information between video frames for action 
recognition tasks.  

The recent techniques for action 
recognition also employed attention 
mechanisms that selectively focus on 
information and temporal regions within video 
frames. These techniques[23], [24], 
[25]enhance the discriminative power of 
CNN-RNN models by attending to relevant 
features. Furthermore, recent studies [26], 
[27]also explored transfer based architectures 
to capture long-range dependencies in video 
sequences and have shown promising results in 
various action recognition benchmarks. 
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Kumar and Biswas[28] proposed an 
approach based on CNN-RNN with fuzzy 
logic for abnormal human activity detection. 
The proposed approach recognizes anomalies 
in video by firstly extracting key-frames from 
video frames using fuzzy logic. These key-
frames are then passed to pre-trained based 
CNN model to extract spatial features. Finally, 
these spatial features are fed into an LSTM 
network to recognize anomalies. The proposed 
model outperformed on two benchmark UCF-
50 and UCF-crime datasets and achieved 
95.04% and 49.04% accuracies respectively.      

In short, the combination of CNNs and 
RNNs has achieved significant advancements 
in action recognition, to develop robust and 
effective models for analyzing video data. 
Future research directions may involve 
exploring novel CNN-RNN architectures, 
exploiting attention mechanisms, and 
incorporating combined information for more 
in-depth understanding of actions in videos. 

3. Methodology 

The proposed methodology for 
comparative analysis of five CNN-RNN 
models for classification of actions based on 

five pre-train networks is shown in Figure 1. In 
the initial and crucial preprocessing phase of 
our project, the dataset is prepared by 
performing various operations such as splitting 
dataset, creating frame datasets by extraction 
of frames and resizing the images into uniform 
image size according to standard acceptable 
image size by the pre-trained network. In this 
step we also apply data augmentation 
techniques such as random cropping and 
flipping to enhance the model performance and 
robustness. After preprocessing, the CNN-
RNN model is developed by firstly training 
CNN model based on pre-trained networks 
using transfer learning on Anomaly-5 dataset. 
After training CNN model, we train RNN 
model on spatial features obtained by applying 
each of the video in training and validation sets 
to extract spatial features. The models i.e. 
CNNs & RNNs; are trained on Google Colab 
platform which provides us not only a python 
executable environment as well it provides us 
free access of GPU for fast training. After 
training CNN-RNN models, we evaluate the 
performance of models on test set using several 
performance metrics such as accuracy, 
precision, recall, F1-score, confusion matrix 
and ROC graphs.   
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Fig. 1. Proposed Methodology 

3.1. Description of Anomaly-5 Dataset 

The Anomaly-5 dataset contains videos 

that focuses on anomalies within five distinct 

categories or classes labeled as Fighting, Fire, 

Crowd, Road Accident and Shooting Scenes. 

These classes of scenes involve a diverse 

range of human activities and incidents, 

captured from various sources including 

YouTube, self-recorded and CCTV footages. 

Each class of this dataset contains 90 videos 

which vary in size, reflecting the natural 

variability in duration and quality inherent in 

real-world recordings. This dataset may serves 

as a valuable resource for training and 

evaluating action recognition algorithms, 

facilitating research and development in the 

field of computer vision and artificial 

intelligence. The sample extracted 

images/frames of each class of dataset are 

shown in Figure 2. 

 

Fig. 2. Sample Extracted Images of 

Anomaly-5 Dataset 

3.2. Training CNN-RNN Models 

In order to train CNN models on Anomal-
5 dataset, we first randomly split this video 
dataset into training, validation and testing sets 
by a ratio of 60:20:20 respectively as shown in 
Figure 3. This split helps us in evaluating the 
model’s generalization and performance 
accurately. After splitting the dataset, we 
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obtain the frame datasets of these sets by 
extracting 15 frames/images of each of the 
videos in these video sets to preserve the 
temporal information while keeping 
computational requirements in check.  

 

Fig. 3. Dataset Spilt 

The CNN models are developed by adding 
custom layers on top of the pre-trained models 
which include a global average pooling layer, 
a dense layers of 512 units with 
ReLUactivation function, a dropout layer with 
dropout equal to 0.3 to prevent overfitting, and 
an output layer of 5 units with softmax 
activation function. The CNN models are then 
trained using Adam optimizer with learning 
rate equal to 0.001, categorical cross-entropy 
loss function, batch size of 32 and 30 training 
epochs on training and validation frame sets 
consisting of 2700 and 900 images 
respectively. The architecture of 
InceptionResNetV2 based CNN model in 
terms of number of layers, their types and their 
connections is shown in Figure 4. 

The RNN models developed for learning 
spatial sequences are based on single LSTM 
layer with 128 units followed by dense layer 
and a dropout layer. These models are then 
trained on Nxfx1024x1024 training and 
Kxfx1024x1024 validation spatial features 
where K is the number of videos in training set, 
N is the number of videos in validation set and 
f is the number of frames for each video (in our 
case N=270, K=90 and f=15). The spatial 
features are obtained by feeding each of the 
videos in training and validation sets to the 
CNN models. We use almost same values for 

hyperparameters as mentioned above for CNN 
models except number of training epochs equal 
to 100 for training RNN models. The model 
structure of RNN model in terms of number of 
layers, their types and their connections is 
shown in Figure 5. 

 

Fig.4. Model Architecture for 
InceptionResNetV2 based CNN Model 



 

Fayaz Ahmed(et al.), Comparative Analysis of Pre-trained based CNN-RNN Deep Learning Models on Anomaly-5 

Dataset for Action Recognition      (pp. 18 - 31) 

Sukkur IBA Journal of Computing and Mathematical Science - SJCMS | Vol. 8 No. 1 Jan – Jun2024 

24 

 

Fig. 5. Model Architecture for RNN Model 

4. Results and Discussions 

The performance and convergence patterns 
of five CNN models are closely examined 
through training graphs as shown in Figure 6. 
These graphs offer valuable insights into how 
models adopt and learn from the data. All 
models showed a prompt drop in training loss 
and steady rise in training  accuracy as the 
training progresses suggesting that the models 

learnt the training data effectively by capturing 
the underlying patterns in the data  without 
overfitting and achieved around 99% training 
accuracy. VGG16 based CNN model is faster 
and lighter Model and it takes fewer number of 
parameters as compared to other models, 
however this model learns slower and exhibits 
sign of overfitting because its validation loss 
diverges from training loss as training 
progresses which indicate a drop of validation 
accuracy hence achieved lowest validation 
accuracy.  

ResNet152V2 CNN model takes longer 
training time equal to around 65 mints as 
compared to other CNN models because this 
model has many parameters and is larger in 
size. However this model learns faster as 
compared to other CNN models. The rising 
validation accuracies of all models except 
VGG16 indicate that the models classification 
or prediction ability is improving as training 
progresses. In the Table 1, we have provided a 
comprehensive overview of these five CNN 
models, showcasing their training times, 
model sizes, achieved test accuracies, and total 
parameter counts. 

 

 

Fig. 6. Accuracy & Loss of CNN Models 

TABLE. 1. Analysis of CNN Models 
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CNN Models 

Total 

Training & 

Non-

training 

Parameters 

Training 

Time 

(Mints)  

Image_Size 

Model_

Size 

(MBs) 

Accuracy 

(%) 

VGG-16 15251269 26.0 224x224 69 82.20 

Inception-V3 23918373 37.0 299x299 100 82.20 

InceptionResNet-V2 55925989 53.0 299x299 221 87.80 

ResNet152-V2 60447237 63.0 299x299 240 77.80 

MobileNet-V2 3584069 34.0 224x224 119 86.70 

 
Fig. 7.  Accuracy & Loss of RNN Models 

After comparing the performance of five 
CNN models based on pre-trained networks, 
we will examine the performance and training 
dynamics of five CNN-RNN models. These 
models are trained on different 
Nxfx1024x1024 training and Kxfx1024x1024 
validation spatial features extracted by using 
five CNN models as discussed earlier. Figure7 
depicts the training graphs of CNN-RNN 
models presenting a visual representation of 
their training progress and performance trends. 
From the Figure7 it can be seen that, the 
training graphs for all CNN-RNN models 
show stability in both training loss and training 
accuracy throughout the training process. 
Furthermore, the validation accuracies and 
losses remain mostly steady throughout 
training process, except at the beginning there 
are apparent variations in validation 
accuracies. This suggests that the CNN-RNN 
models are robust and consistently 

maintaintheir performance, with only minor 
fluctuations observed in the validation metrics. 
The ResNet152V2 based CNN-RNN model 
attained maximum validation accuracy near to 
96 % and InceptionV3 based CNN-RNN 
model attained lowest validation accuracy that 
is equal to 91%. 

In order to check how effectively CNN-
RNN models classify and distinguish different 
classes within the dataset, we also visualize the 
performance on test dataset by examining their 
normalized confusion matrices and 
classification reports as shown in Figure 8 to 
Figure 12.The diagonal of these normalized 
matrices represent the percentage of correct 
classifications for each class. In classification 
report, the precision tells us how accurate the 
model is when it predicts a positive class 
whereas recall tell us how well model predicts 
all the positive instances and F1 score balances 
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precision and recall. F1score is a very useful 
metric when we need to consider both true 
positive and false negatives in evaluation of the 
model. The performance of ResNet152V2 
based CNN-RNN model is shown in Figure 8. 
From Figure8 it can be seen that, the crowd 
scene class standout with a perfect accuracy 
rate of 100%, indicating the model’s 
exceptional ability to perfectly recognize the 
samples belonging to this class. For Fire and 
Road accident scenes classes, the model also 
achieved significant accuracy equal to 94%. 
However, on the other hand, for Shooting 
scene and Fighting scene classes, the model 
achieved lower accuracies, due to resemblance 
in these classes. The accuracies in these classes 
can further be improved by collecting and 
providing more training samples of these 
classes. The model attained overall significant 
accuracy that is equal to 92.2%. Besides this, 
the model achieved higher precision, recall and 
F1 score values which show that the model is 
performing well in terms of both accuracy and 
its ability of correctly identifying positive 
samples. The performance of this model is also 
assessed using ROC plot as shown in Figure 
13. The ROC curves in this plot shows that this 

model exhibit outstanding classification 
performance and 99% AUC values of most of 
the classes indicate that this model is highly 
effective in distinguishing between positive 
and negative classes. The higher AUC values 
of the classes and closeness of the curves to the 
top left corner also suggests that the model has 
a strong capability to discriminate between 
true and false positives which means that the 
model makes very few misclassifications and 
has a high degree of accuracy. The ROC plots 
for remaining four CNN-RNN models are 
shown in Figure 14. The higher AUC values 
and closeness of the curves to the top left 
corner in these plots suggest the better 
performance of these models. 

 

 

 

 

 

 

 

 

 

Fig.8.Performance Analysis of RestNet152V2 based CNN-RNN Model 
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Fig.9.Performance Analysis of IncepResNetV2 CNN-RNN Model 

 

Fig.10.Performance Analysis of InceptionV3 based CNN-RNN Model 

 

Fig.11.Performance Analysis of VGG16 CNN-RNN Model 
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Fig. 12. Performance Analysis of MobileNetV2 CNN-RNN Model 

 

Fig. 13.  ROC curve of ResNet152V2 based CNN-RNN architecture 
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Fig. 14. ROC Plots 

4.1 Comparative Analysis of CNN-RNN 
Models 

In this paper, the performance of five 
CNN-RNN models have been 
comprehensively evaluated through various 
performance metrics such as training graphs, 
confusion matrices, ROC curves and 
classification reports. These performance 
metrics give us valuable insights into how well 
each model performs on Anomaly-5 dataset in 

different aspects of classification. However, in 
order to make decision about which model 
performs well amongst the model, we need to 
compare the models through multiple key 
metrics. Therefore, in this final analysis, we 
emphasis on assessing test accuracies, 
precision, recall and F1scores of the models to 
identify which model tops in terms of 
accuracy, class wise performance and the 
balance between precision and recall. This 
comparative analysis is presented in Table 2.  

TABLE. 2. Comparative Analysis 

Models Accuracy Precision Recall F1Score 

InceptionV3CNN-RNN 91.10 91.10 91.10 91.10 

InceptionResNetV2CNN-RNN 88.90 88.90 88.90 88.90 

ResNet152V2CNN-RNN 92.20 92.20 92.20 92.20 

VGG16CNN-RNN 84.40 84.40 84.40 84.40 

MobileNetV2CNN-RNN 91.10 91.10 91.10 91.10 

 

ResNet152V2 based CNN-RNN model 
achieved highest test accuracy of 92.20%, 
indicating that this model has classified or 
predicted highest overall correct predictions on 
the test dataset. This model also outperformed 
the other models by achieving highest F1 score 
of 92.20%, suggesting that the model has also 

better balance between true positives and false 
positives. The InceptionV3 and MobiNetV2 
based CNN-RNN models showed slightly 
lower performance but still performed well in 
terms of accuracy, precision, recall and F1-
score. The VGG16 based CNN-RNN achieved 
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lowest classification results as compared to 
other CNN-RNN models. 

5. Conclusion 

In this paper, we analyzed and evaluated 
the performance of various pre-trained CNN-
RNN models for action recognition on the 
Anomaly-5 dataset. We observed several key 
findings through experimental results and their 
analysis. Firstly, we found that CNN-RNN 
architectures by combining CNNs with RNNs 
consistently outperformed than single-stream 
CNN architectures which indicate the 
significance of capturing both spatial and 
temporal information for accurate action 
recognition. Secondly, among the CNN-RNN 
architectures considered, ResNet152V2 based 
CNN-RNN model exhibits better performance 
due to its ability to capture more complex 
spatial features. This architecture offers higher 
testing recognition accuracy than others; 
however it often comes at the cost of increased 
computational complexity, highlighting the 
trade-off between performance and efficiency. 
In future, we also aiming to extend Anomaly-
5 dataset by introducing new anomaly classes 
and in each class including more action videos. 
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